SPS operation in Week 40 (from MO 01/10/07 to MO 08/10/07) – E. Métral
SHORT SUMMARY

- Smooth delivery of beam to the fixed target physics, stops mainly due to injector problems.

- On TH 04/10 the machine switched to the long Super Cycle including 3 CNGS cycles (i.e. 1 SFTPRO (with long flat top) + 3 CNGS + 1 Ion MD = 14.4s + 4.8s + 3x6s + 2.4s = 39.6s = 33 BPs). Start-up of the beam was quite painful due to software problems and took about 2.5 hours.
- For the summary of the work on CNGS see summary report by Jorg below (On MO 01/10 at 16h56: 2.9E13 on T40. On SA 06/10 at 16h24: since start of CNGS beam with 3 CNGS cycles yesterday, 17:00 until “now”: ~1.8E17 protons on target).

- Many TRX trips during the week.
- Many trips of the H1 damper during the week.

- On MO 01/10, Etienne switched the pre-pulse distribution proton and ion beams to a new system. This will allow us to run both beams without the need of any intervention.

- From WE 03/10 ~ 08h00 to TH 04/10 ~ 08h00 SPS long ion MD => Status at 19h40: the beam is captured for the first 1 second. RF people still working on that. Orbit measurement is now possible and the orbit has been corrected after calibration of the BPMs. Tune measured with BBQ and corrected to 0.14/0.2 for the time being. Checked that we are on the right integer (26 and right side of the half integer). Switched damper OFF (W. Hofle had to be called because the damper was not in remote control). The intensity coming from the PS is still poor. RF people said that they will need to work on the ion beam still as we are loosing still more than half of the beam coming from LEIR at the acceleration start. At 21h17, the RF is now ON for 6 seconds. After chromaticity trims (blind), no more losses on the flat bottom.
CNGS SUMMARY by Jorg

- After the successful 24 hour run between Friday and Saturday, where the only major problem was due to logging (12 hours of data lost), Monday and Tuesday were devoted to increasing the intensity on the CNGS cycle and on the CNGS target for the SFTPRO+CNGS+LHCION. Extractions could only be performed for a limited amount of time due to the intervention on the strip lines foreseen for Wednesday/Thursday.

On Monday the extracted intensities where increased to 1.6 10^13 per batch with 2 extractions. The kicker delays and pulse lengths were re-optimized, starting from the 2006 values. The gaps between the batches were kept clean thanks to a modified RF voltage function on the flat bottom (for capture). The beam losses on the extraction septum were low and similar to 2006.

On Tuesday the PS worked on the CNGS beam and the intensities were increased to 1.8 10^13 per extraction, with SPS ramp transmission around 95%. Unfortunately it was found that the beam gaps could not be kept as clean as the day before, even with the modified voltage function. Finally a simple trick was used : the delay of the MKP kick for the second injection was advanced by 0.25 microseconds, which kicks out the beam present in the gap. There is no significant re-population of the gap at the end of the flat bottom (60 ms).

During the same 2 days, the spurious interlocks from BLMs in TT40 (in fact a signal timing problem) and from the FMCM on the MSE (converter noise, the regular was re-tuned) that were observed during the 24 hour run, were also fixed.

Thursday was the black day of the week: LSA bugs that I thought had been fixed a year ago , but that apparently sneaked back in (quality assurance !!!) delayed the startup of the SFTPRO+3CNGS+LHCION cycle until the late afternoon. But finally we managed to setup all 3 cycles in the evening. Besides a few tune trims, the most critical parameter turned out to be the radial position in the early part of the ramp and at transition. Over the weekend I measured  at transition beam oscillations in the horizontal plane of up to 10 mm peak-to-peak, i.e. energy oscillations of 2-2.5 permill.

Due to the delay in the manufacturing of the pieces to repair the strip lines, CNGS operation with extraction only started around 17:00 on Friday, after further tuning. After some initial problems with the measurement of the beam position before extraction for the CNGS2 cycle, extraction on all three cycles was established between 18:00 and 19:00 with 1.6 10^13 protons/extraction. From that moment CNGS has been running smoothly all the weekend (where there was beam !). The extraction interlock system behaved well and did not cause significant trouble. On Sunday the extracted intensities were increased to 1.7-1.8 10^13 protons/extraction. The transverse emittances were measured with the WS over the weekend and found to be around 5 micrometer (normalized), which is probably underestimated. From the profile in front of the target one obtains values around 6-7 micrometer (normalized).

Another point concerns a controls milestone for the LHC : the CNGS beam position interlock settings are the first operational system to be handled by MCS (Management of Critical Settings). This means that in order to change the settings, it is now necessary to provide a personal logging (NICE) and to be authorized to trim the settings that are stored in the LSA DB (based on RBA, Role Based Access). A private/public key system is used to prevent unauthorized persons to change the settings. The MCS trim of the BPM settings is integrated in the steering application: it is possible to read the settings, but to trim it is necessary to provide the NICE password and to be on the list of authorized persons.

Plans for the week:

- On Monday a few improvements will be made to SIS (Software Interlock System). 

- We have now observed a few times events were the beam is extracted with a trajectory error that triggers a position interlock. The amplitude is just at the limit where the interlock triggers. The source must be in the SPS or in the extraction area. Although the phase is consistent with the extraction kicker, we have not found anything in the logging that would point to the kickers. Over the weekend I have been consistently logging all trajectories with the steering application in order to get more information (the individual trajectories of the 2 extractions and not just the average). It seems it is always the second extraction that triggers the interlock. To be followed up and understood.

- The field/frequency at injection must be checked/equalized on the 3 CNGS cycles. 

- Increased intensity...

- etc..

DETAILED SUMMARY OF THE WEEK
· MO 01/10
- 08h14: Transmitter 3 Fault Ug2 driver no 380 V.
- 11h37: Attempting to take CNGS beam, but not injected.
- 11h41: CNGS injected, 96% transmission, but large injection losses => 12h23: CNGS: After improved 200MHz structure in CPS, we are able to measure and correct the first turn. Now at 98% transmission.

- 12h47: Attempt single extraction, CNGS line => 12h55: Beam in TT41 OK, but very large losses in LSS4. Stop extraction.

- 13h53: CNGS: increase intensity to 800 / batch. Still 98% transmission. Extraction checked, ok at this intensity!
- 14h52: CNGS: 2 extractions, each 1E13 pot.

- 15h01: TRX03 tripped, restarted...
- 16h01: Modified Wirescanner software settings for the CNGS cycle: value P2 has changed to 0x21A70401 (When the payload of cycles played at the SPS changes the file /user/biswop/config/wire_scanner/evlist must be modified accordingly. Write the new payload of the first (P1) and second (P2) cycles instead of the XXXX in lines: 
P1 WARNING 0×21A7XXXX 0xc100 0 
P2 WARNING 0×21A7XXXX 0xc100 0 

Reboot FECs named bws40s, bws50s, bws41s, bws51s (/mcr/reset/rem_reset FECNAME)).

- 16h16: Ions: Etienne has switched the pre-pulse distribution proton and ion beams to a new system. This will allow us to run both beams without the need of any intervention. The delay on the injection kicker for the ion beam had to be reduced by 720 ns. The same will have to be done for the LHC proton beams.

- 16h33: Measuring the Q did not work, a reboot of server kqsba1 helped out here. 
It looked as if the kicker kicked in the LHCION channel in stead of the required CNGS1 cycle... After reboot: ok.

- 16h42: CNGS1 : injection losses < 2%. Trim on IMains of MB to compensate for drift of radial position (was already done last year). We now have to reduce the losses at 20 GeV/start of ramp. Part of them are due to the new voltage function on the FB, optimized for the capture (and the fast extraction losses).
- 16h56: 2.9E13 on T40.

- 17h03: CNGS beam size. Calibration is not right (beam size about 4 time bigger than normal). Ana called to check...
- 18h23: Second iteration for the energy matching: PS magnetic field at extraction as for the LHC proton beam (setting: 12365 G). Injection B-field (RF MMI) in the SPS is 769.07 G. The corresponding measured RF frequency is 199.92605 MHz.
 -19h33: TRX 5 and TRX 8 down, restart.
- 21h45: Preparation of timing for next ION MD : 
Load RF archive (LHCION: RF timings SU tb from 01/10/2007) into users coast and coastpre. 
load archive (LHCION: CBCM for ION-L18000_V1) into COASTPRE users and desable/enable the necessary timings. 
This archive will have to be loaded into LHCION as well. 
Modified the sequence LHCION 0/2/3 to make it coastable.
· TU 02/10: 

- 05h47: Damper H1 Tripped. Reset fault and restarted ok.
- 08h16: Access BA7/TI2 => Door PPG2145 has to be forced to access TI2 via BA7 => 14h01: End of access TI2 and BA7. Making search patrol of BA7.

- 13h57: TRX 3 and 5 tripped => 14h00: TRX5 on, restore beam. TRX3 still off => 14h04: RF power piquet called for TRX3 (14h17: TRX3 back on. Restore CNGS, but beam still unstable).
- 17h34: Beam is completely out of center in TT2. PS is investigating => 18h27: PS has corrected the trajectory, the BHZ had a wrong curent. They set the current back, but we have to correct the first turn a well, for both CNGS and SFTPRO (20h23: After the supercycle change to 12 BP we have to correct again the first turn following the injection steering from PS earlier this afternoon).
· WE 03/10:
- 08h09: Prepare to change supercycle. ION-L18000_v1 made resident.
- 08h13: RF-MD drive hardware fail! (DIG-FU02).

- 08h37: Set Accelerator Mode to No extraction (North and East) 

- TT20 switched OFF 

- TT40 & TT41 switched OFF 

- MST and ZS North retracted 

- ZS HV set to zero 

- LSS4 MSE retracted (via SPS Girder application)

=> 09h15: Beam injected.

- 11h11: No beam from CPS, BHZ current not at ref ! => 16h41: No beam from CPS, BHZ current not at ref !
- 19h06: TRX 1,2,3,4 tripped. Able to restore all apart from TRX3. Call power piquet E.Montesinos.

- 19h40: Status of ions: the beam is captured for the first 1 second. RF people still working on that. Orbit measurement is now possible and the orbit has been corrected after calibration of the BPMs. Tune measured with BBQ and corrected to 0.14/0.2 for the time being. Checked that we are on the right integer (26 and right side of the half integer). Switched damper OFF (W. Hofle had to be called because the damper was not in remote control). The intensity coming from the PS is still poor. RF people said that they will need to work on the ion beam still as we are loosing still more than half of the beam coming from LEIR at the acceleration start.

- 20h33: Wire scanner on LHCION (from a rough estimate we have 1.0 mumeter in the V plane and >3 in the H plane) in the horizontal plane it seems that there are still tails. Mismatch?
- 21h17: The RF is now ON for 6 seconds. After chromaticity trims (blind) No more losses on the flat bottom.

- 21h59: Adjusted tunes to 0.19/0.13.

- 22h29: RF frequency trim:199926350 Hz injection B-field=769.13 G.
· TH 04/10:
- 00h30: No more ions, in TT2 F16.QDE207 trippped.

- 01h19: We can't inject beam on user COASTPRE. We checked all the timings, the prepulse is going out, but it seems that the MKP is not pulsing. We call BT piquet so that he has a look.
- 08h12: End of MD.

- 10h28: SFTPRO beam extracted on North Area. No beam on CNGS, waiting for setting copy problem...
- 15h20: H8 problem with Quad09 NR12_010. Unable to reset, call first line => Solved at 15h55.

- 18h19: SFTPRO1: CPS is unable to increase intensity with the current settings. They will make a test to run the CNGS user on out SFTPRO1 cycle => 18h42: Unable to inject correctly CNGS user on SFTPRO1 in SPS (this requires careful energy matching, and should be done tomorrow morning) => 18h50: Back to SFTPRO in CPS.
- 19h37: The timing sequence "LHC25NS-18BP-0/1/3" comprised of 5 TSTLHC25 cycles has been made resident for tomorrow's hw tests in the CPS to take place during the 2h technical stop. The SPS-MPS will not pulse, so there is no need to drive functions to hardware.
- 21h08: CNGS2: After radial position trims, we are now able to accelerate both batches on CNGS2 with better injection efficiency and overall transmission than CNGS1.
- 21h26: CNGS3: Now taking beam on CNGS3 cycle. Copied radial steering trims from CNGS2 to 3, and beam accelerated ok, both batches.
- 22h57: Shift Summary: All 3 CNGS cycles are tuned to around 92% transmission, and ready to attempt extraction tomorrow.

· FR 05/10:

- 00h03: Compass called to get more intensity on their target. We inform them that the PS is close to their limit. Nevertheless we ask them for a little more and they give 2*1650. We'll come back to the previous value if they have to much beam losses.

- 08h18: Emergency dump very often triggered on CNGS1.

- 09h01 to 11h03: SPS stopped as foreseen.

- 11h12: BA2 called (Mr Lowers),found overtemperature in the power amplifier of the damper. He asked to call the RF power piquet, which we did (we called Mr Montesinos).

- 11h36: In view of next year operation of the LHCb magnet from the CCC, LHCb wanted to perform today some communication (alarm) checks. But it turned out they have not subscribed to LASER, so we can't see alarms coming from LHCb in the CCC for the time being.

- 16h53: mal1001 down --> reset OK.

- Mkp down. Main Switch Cathod Heater Fault on Generator 4. Reset restart... 20 min Heating...
- 17h21: damper H1 tripped --> specialist called, he goes on BA2 to have look on fault status.

- 17h36: CNGS: first extraction to TED, 1 extraction on CNGS1.

- 18h17: CNGS: first extractions down to CNGS on cngs1.

- 18h28: CNGS: extraction also on CNGS3.

- 18h40: LHCION: 
- adjusted Idipole from 197.545A to 197.000A to match finj of 199.92635MHz; no time left to measure first turn or closed orbit 
- using AEWpk signal, lowered vert. chromaticity setting from 0.0 to -0.6; no time left to adjust horiz. Chromaticity.

- 18h53: Extractions on all three CNGS cycles with ~1.7E13pot/extraction.

- 23h45: Improve a little CNGS1 transmission with radial steering trims at 1480ms.

- 23h56: Ch.Tromel checking levels of activated air expelled from CNGS tunnel. The levels are higher than nominal values. Checking ventillation with TI.
· SA 06/10:

- 01h23: TI called specialist for CNGS ventilation. Settings now correct so rejected air levels now back below allowed threshold. Ch.Tromel is going home. He will check the status again in the morning.
- 02h24: Again some higher losses at splitter 1. Readjusting entry angle. The servo spill BSI shows a high level of noise on the spill at the beginning and end.
- 02h35, 03h39, 04h58 and 06h21: Damper H1 trip. Spill less stable without this damper.
- 06h36: TRX5 trip => 06h43: TRX5 reset after several attempts.

- 06h49: TRX5 tripped again.
- 07h17: H1 damper tripped; splitter beam losses triggering beam dump during slow extraction => Could only be restarted after some minutes (07h33).

- 08h33: H1 damper tripped with water temperature fault. Decide to call RF low level piquet. RF LL piquet (R.Louwerse) advised us to contact RF power piquet, who will have to change a power amplifier.

- 08h52: Montesinos told us that the amplfier is located in the tunnel, which means that for an exchange a considerable amount of time would be needed (radiation cooldown period); he will come in a bit later to see if he can do something from the surface (eventually reduce the current) => 09h42: E. Montesinos lowered the damper current, hoping it can better cope with overheating: there is no visible effect on the losses, so we decide to stay like this for a while.

- 14h28: We noticed that on CNGS1-cycle there are two BLMs (TT41.XGBL.2L and TT41.XGBL.2R) at the end of the line which systematically exceed the thresholds (see image attached); for CNGS2 and CNGS3 the acquired losses are below threshold levels; however those excessive beam losses don't inhibit the beam (Joerg told us that this is normal, as only the line BLMs are interlocked).

- 14h59: Shift summary: 
quite stable beams all morning; H1 damper tripped several times on water temperature interlock (power amplifier); contacted RF power piquet who lowered amplifier current, but it seems that H1 is not really needed. CNGS extractions inhibited from time to time due to different reasons.

- 16h24: CNGS: since start of CNGS beam with 3 CNGS cycles yesterday, 17:00 until now: ~1.8E17 protons on target.
- 17h01: H1 tripped.

- 18h29: H1 tripped.
- 18h53: TT41 beam losses, the problem is on a SPARE monitor on the LHCION user !!!
- 21h18: TRX1 tripped.

- 21h57: H1 tripped.

- 23h40: H1 tripped.
· SU 07/10:

- 06h54: Shift summary. No beam since 23:30 due to power supply problem in transfer between the PSB and CPS => 07h09: power piquet has been called by PSB operator to fix faulty quad (BT.QNO40) in transfer line between PSB and PS.
- 08h41: We noticed systematic LASER alarms for several TI2 downstream BLMs during CNGS cycle(s); is this normal? Reason for above TI2 BLM alarms during CNGS2 and CNGS3 cycles are thresholds set to 0 for all monitors except the first one; when trying to send new thresholds, we are requested to provide a password, which we don't know.

- 10h02: TRX5 tripped.

- 10h54: Beam dump at end of slow extraction due to excessive beam loss in LSS2 (ZS2) - starting anode position optimization...
- 12h01: H1 tripped (water over temperature fault).

- 12h05: Changed TI2 BLM thresholds for CNGS2/3 from 0 to 100 (with previous spsop account pw!)
- 12h40: Finished optimization of ZS anode positions (for changes please see attached screenshot); overall loss reduction of ~250mGray; gained mostly on BLM.21772.TPST and BLM.21775.MST1.

- 14h06: TRX3/4 and cavity 2 tripped (vacuum fault).

- 14h19: Found all sector valves in 3 closed - vacuum pressure profile looks ok; opened all valves.

- 14h20: damper H1 tripped.

- 14h26: Called RF power piquet because we're unable to switch on TRX3 (UG2 driver no 380V) - without it beams are not accelerated => 14h56: all beams back - E.Montesinos fixed TRX3.

- 14h57: shift summary: quite stable beams - some tuning on CNGS cycles and ZS anodes; H1 trips less frequent than yesterday; had to call RF power piquet for TRX3 problem - all sector 3 vacuum valves were closed after cavity 2 vacuum trip.

- 15h16: MKP fault. Generator 3 Fast Interlock Fault on PFN switches.
- 15h22: No beam. TRX7 tripped. Reset ok.
